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’ INTRODUCTION

Ozone is a fascinating molecule in many ways. A thin layer of
ozone in the stratosphere absorbs a significant amount of
ultraviolet light from the sun, and thus forms a protective shield
for life in the troposphere and on the surface of the earth. The
depletion of the ozone layer, which was discovered 40 years ago,
catalyzed by man-made chemicals such as chlorofluorocarbons
(CFCs) and halons, has been of great environmental concern
and has attracted numerous experimental and theoretical
studies.1�15 On the other hand, the formation of ozone near
the surface caused by air pollution in the cities is hazardous to the
health of city residents.16 In addition to its wide industrial
applications, ozone was also used in chemical synthesis.6,17 In
quantum chemistry, despite its small size, ozone is a notoriously
difficult molecule to study due to themultireference properties of
its electronic structure.18 A less well-known mystery of ozone is
that it might have an isomer with the structure of an equilateral
triangle (D3h point group), “cyclic ozone” (see Figure 1). The
cyclic form of ozone satisfies the stable lewis structure (perfect
octet for all three oxygen) without using the concept of reso-
nance. From high-level theoretical study,19�24 it is now estab-
lished that cyclic ozone is approximately 30 kcal/mol higher in energy
than the “normal” (or “open”) form of ozone. However, theory also
predicted a significant energy barrier of ∼24 kcal/mol for the
isomerization from the cyclic form to the open form. The energy
of cyclic ozone was also calculated to be 6�7 kcal/mol higher than
that of ground-state dioxygen and oxygen atom, and the energy

barrier for this dissociation channel was predicted to be as high
as 47 kcal/mol.19 Thus, the intrinsic thermal stability of cyclic
ozone is determined by the isomerization reaction. (This also
implies that starting from O2 + O to produce cyclic ozone, the
reaction is endoergic and the system has to overcome a very high
barrier. The reaction would probably end up mostly with the
open form of ozone, which is 26 kcal/mol lower in energy than
O2 + O. Even if a small amount of the cyclic O3 can be produced
from O2 + O, its stability is still determined by the isomerization
reaction.) From a theoretical point of view, the cyclic ozone
should be a kinetically stable molecule and should show up in
suitable experimental conditions. However, to our knowledge, no
firm experimental evidence on the existence of cyclic ozone has
been obtained despite an extensive search in the last two decades.
Explanations have been proposed for the unsuccessful
attempts.19,24,25 In particular, the topology of the O3 potential
energy surface (PES) may cause the regions in the vicinity of
cyclic ozone to be inaccessible under the experimental conditions
either from the open form of ozone or fromO+O2 in the ground
electronic states.19,22,24 Another possible explanation is that the
isomerization reaction from the cyclic form to the open form is
fast, and the lifetime of the cyclic ozone is too short to be
identified spectroscopically. Although the barrier for the isomer-
ization is as high as 24 kcal/mol, the reaction involves relatively
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ABSTRACT: Dual-level dynamics calculation with variational
transition state theory including multidimensional tunneling
has been performed on the isomerization reaction of cyclic
ozone f normal (open) ozone, which was believed to be the
stability-determining reaction of the elusive cyclic ozone mole-
cule under thermal condition. The high-level potential energy
surface data were obtained from the calculation using the
MRCISD+Q theory with the aug-cc-pVQZ basis set, while
the low-level reaction path information was obtained using the
hybrid density functional theory B3LYP with the cc-pVTZ basis
set. The calculated results showed very significant tunneling
effects below 300 K (a factor of ∼200 at 300 K and over 107 at 200 K). Because of the strong tunneling effects and the potential
energy surface crossing of the 1A1 and 1A2 states, the isomerization reactions were found to be significantly faster than previously
believed. The half-life of the cyclic ozone was estimated only∼10 s at 200 K and∼70 s below 100 K, which might partly explain the
unsuccessful attempts for its experimental identification. The kinetic isotope effects (KIEs) for various 18O substitution reactions
were also calculated as a function of temperature and were as high as 10 at very low temperature. Because of the large KIEs, the
experimental identification of the cyclic 18O3 seems more promising.
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small nuclear motions of the oxygen atoms. As a result, the width
of the energy barrier is short, and thus the dynamics contribution
from the tunneling effects cannot be ignored. In the current
study, we applied the variational transition state theory including
multuidimensional tunneling (VTST/MT)26�29 corrections to
calculate the unimolecular rate constants of the isomerization
reaction as a function of temperature. The results would give a
good estimate on the importance of the tunneling effects and
thus the lifetime of the elusive cyclic ozone to the correct order of
magnitude. These data would thus be essential in a future
experimental search for the cyclic ozone molecule.

’METHOD

The dual-level30 VTST/MTmethod was used in the current study to
calculate the thermal rate constants. The method requires a qualitatively
correct “low-level” potential energy surface (PES), which is calculated
on the fly as required during the VTST/MT calculation. We selected the
unrestricted B3LYP density functional theory31,32 with the cc-pVTZ
basis set33 (UB3LYP/cc-pVTZ) to calculate the low-level PES. The low-
level reaction path was calculated from�1.9 to 3.2 bohrs with a gradient
step size of 0.01 bohr and a Hessian step size of 0.05 bohr using the
Page�McIver method34,35 in the mass-scaled coordinates with a scaling
mass of 1 amu. The selection of the low-level theory was based on the
calculated molecular geometry and reaction energetics in comparison to
the high-level multireference calculation done previously and in the
current study. Although the ozone system under study is well-known to
be a multireference system, we found that the UB3LYP/cc-pVTZ
method performed relatively well as compared to other traditional wave
function-based single-reference methods, such as MP2.36 Although
using the complete active space (CAS or CASSCF)37method is also
an option for calculating the low-level PES, we found that the CASSCF
calculation did not give reliable energy gradients in the transition state
region, and thus made the force constant (Hessians) calculation rather

cumbersome. The coupled-cluster calculations at UCCSD(T)38 level
with aug-cc-pVTZ and aug-cc-pVQZ33 basis sets were also performed on
the open and cyclic ozone and on the isomerization transition state for
comparison. The dual-level VTST also requires a set of “high-level”
geometry and energy data on the stationary points along the reaction
path for the interpolated corrections to the low-level PES. The high-level
geometries were obtained at the MRCISD+Q39,40/aug-cc-pVTZ level,
and the energies data were obtained using a larger basis set at the
MRCISD+Q/aug-cc-pVQZ level, both with a full-valence active space
(18 electrons in 12 orbitals). The wave function was optimized using a
state-averaged (SA) approach including the three lowest electronic
states (1A1, 2A1, 1A2 in C2v classification). The SIL-1 interpolated
correction scheme41 was applied in the dual-level calculation using the
MRCISD+Q/aug-cc-pVTZ energies along the low-level reaction path
geometry to estimate the barrier width. Thermal rate constants as a
function of temperature were calculated at the conventional transition
state theory (TST) and the canonical variational theory (CVT)26 levels.
The microcanonical optimized multidimensional tunneling (μOMT)27

correction was evaluated at continuous energy levels (the conventional
method) and at quantized reactant states (the QRSTmethod)42,43 along
the reaction path. The bending mode (in C2v classification, because the
geometry on the reaction path is in C2v symmetry) of the cyclic ozone
was selected to approximate the reaction-path mode on the reactant side
of the reaction path, and the harmonic approximation was used to
determine the quantized reactant-state energy levels in the QRST
calculation. The electronic structure calculation was performed using
the Gaussian 0344 and Molpro45 programs, and the dual-level VTST/
MT calculation was performed using theGaussrate 8.246 program, which
is an interface between the Gaussian 03 and Polyrate 8.2 programs.47

’RESULTS AND DISCUSSION

a. Molecular Geometry. Figure 1 shows the calculated
geometry of open ozone, cyclic ozone, and the transition state
(TS) of the isomerization reaction between these two conforma-
tions. Table 1 lists the geometrical parameters obtained at various
theoretical levels and available experimental data.48 Most of the
data obtained from the literature were also recalculated and
confirmed in the current study. For ozone, the calculated ground-
state structures were all in good agreement with experiments. For
cyclic ozone, all calculations predicted a D3h structure with three
equal O�O bond lengths of ∼1.45 Å. The multiconfigurational
calculation of the TS geometry of the isomerization reaction was
known to be a difficult case for convergence19,24 and was con-
strained to the C2v point group. The calculated TS geometries by
the unrestricted coupled-cluster,MP2, and B3LYPmethods were
all in the C2v point group. At the MRCISD+Q level, the two
equivalent O�O bond lengths of the TS were predicted to be
1.410 Å, and the predicted bond angle was 84�. This indicates an
“early” TS for the cyclic ozone f ozone isomerization because
the TS geometry is similar to that of the cyclic ozone. It has been
known that the 2A1 electronic state has a conical intersection
with the 1A1 state at the vicinity of the TS of the 1A1 state.

19,24

This intersection is not expected to have significant effects on the
thermal reaction at low temperature because, as will be men-
tioned later in this Article, tunneling at energies well below that of
the TS totally dominates the isomerization reaction. It has also
been known that the 1A2 state crosses the 1A1 state both on the
cyclic ozone and on the open ozone sides.19 The dynamical
implication of the crossings between the 1A1 and 1A2 states,
however, has not been carefully studied before. We found that
the crossings actually intersect with the reaction path on the 1A1

surface. As a result, thermal reactions following the adiabatic path

Figure 1. Calculated structures of the ozone, from top: cyclic ozone,
open ozone, and the transition state.
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would experience a lower effective barrier than the 1A1 PES
suggests. This will be discussed in more detail in the next

sections. Figure 2 shows a two-dimensional plot of the 1A1

PES, and Figure 3 shows the three-dimensional PES including
both 1A1 and 1A2 states using the CASSCF/aug-cc-pVTZ theory
at C2v symmetry. The cyclic and open ozone can be clearly seen
as energy minima on the left- and right-hand sides, respectively.
The two conformations are separated by a high and long “ridge”
as seen in the middle of the figures. The 1A1 transition state is
located at the “opening” of the ridge. As seen in Figure 3, the

Table 1. Calculated Bond Lengths (in angstroms) and Bond Angles (in degrees)

open ozone cyclic ozone transition state CP1 CP2

R(O�O) A(O�O�O) R(O�O) A(O�O�O) R(O�O) A(O�O�O) R(O�O) A(O�O�O) R(O�O) A(O�O�O)

UB3LYP/cc-pVTZ 1.256 118.2 1.432 60.0 1.381 77.9

UMP2/aug-cc-pVTZ 1.284 116.7 1.457 60.0 1.366 82.0

UCCSD(T)/aug-cc-pVTZ 1.277 117.0 1.447 60.0 1.395 79.2

CASSCF(18,12)/aug-cc-pVTZ 1.291 116.7 1.457 60.0 1.427 83.8 1.416 80.3 1.406 89.2

MRCISD+Q(18,12)/aug-cc-pVTZ 1.282 116.7 1.449 60.0 1.410 84.0 1.416 79.7 1.401 89.6

MCSCF(18,12)/ANO-L3 ζa 1.430 83.6

MS-CASPT2(18,12)/ANO-L3 ζa 1.281 117.0 1.449 60.0

MCSCF(FORS)/cc-pVTZb 1.292 116.5 1.466 60.0 1.426 83.9

MCSCF(18,12)/aug-cc-pVQZc 1.283 117.0 1.448 60.0

MCSCF(12,9)/cc-pVQZd 1.275 116.5 1.442 60.0 1.430 83.6

expe 1.273 116.8
a From ref 24. b From ref 20. c From ref 23. d From ref 22. e From ref 48.

Figure 2. The 1A1 potential energy surface of ozone calculated at
CASSCF/aug-cc-pVTZ level (bond distance in angstroms and bond
angles in degrees).

Figure 3. Calculated 1A1 and 1A2 potential energy surfaces at C2v

geometry from two perspectives (top view and side view). The bond
lengths are in angstroms and bond angles are in degrees.
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crossings of the 1A1 and 1A2 states occur on either sides of the
central ridge and intersect with the 1A1 reaction path at CP1 and
CP2. The structures of these two points were located by first
finding the reaction path geometry on the 1A1 PES predicted by
CASSCF/aug-cc-pVTZ calculation, and then searching for the
structures that were on the path with degenerate 1A1 and 1A2

(CASSCF or MRCISD+Q) energies. The calculated structures
of CP1 and CP2 are shown in Table 1. At the CASSCF level, the
calculated O�O bond length and the O�O�O bond angle of
CP1 were 0.01 Å shorter and ∼4� smaller than those in 1A1 TS,
while the corresponding values of CP2 were 0.02 Å shorter and
∼5� larger. At the vicinity of the 1A1 TS, the reaction path
depends primarily on the bond angle.
b. Reaction Energetics.Table 2 shows the calculated reaction

energetics. All of the calculations with high-level electron correla-
tion, in particular, the coupled-cluster and multireference configura-
tion interaction theory, predicted that the cyclic ozone is 29�34
kcal/mol higher in energy than the open ozone. The isomeriza-
tion barrier was predicted to be 22�25 kcal/mol relative to the
cyclic ozone by the MCSCF and MRCI methods, while the
CCSD(T) and the B3LYP methods predicted a lower barrier of
17�20 kcal/mol. Because the ozone is a well-known multi-
reference system, the former value is believed to be more reliable.
To our knowledge, the highest theoretical level for energy calcula-
tion reported on the isomerization reaction is the MRCISD+Q/
cc-pVQZ calculation by Schinke and Bittererova.23 We further
augmented the basis set with diffuse functions (the aug-cc-pVQZ
basis set) in the current study, and the calculated energy of
reaction and barrier height on the 1A1 surface were �31.5 and
25.8 kcal/mol, respectively. The energies of CP1 and CP2
relative to the cyclic ozone were predicted to be 21.1 and
8.1 kcal/mol, respectively, at theMRCISD+Q/aug-cc-pVQZ level.
Thus, to a good approximation, the effective thermal barrier is
lowered by 4.7 kcal/mol due to the 1A1�1A2 crossing. The energy
of reaction (�31.5 kcal/mol) and the adiabatic barrier height
(21.1 kcal/mol) calculated at the MRCISD+Q/aug-cc-pVQZ
level were used in the current study as the high-level energy
data in the dual-level VTST/MT calculation. The unrestricted
B3LYP, MP2, and UCCSD(T) calculations were carried out
without symmetry constraints on the wave function, and the
lowest-energy state was calculated. Thus, the TS obtained can be
regarded as an approximation to the crossing point CP1, and the
barrier heights are calculated as an approximation to the adiabatic
barrier. The calculated B3LYP/cc-pVTZ reaction path, which

served as the low-level PES data in the current study, can thus be
regarded as an approximation to the adiabatic reaction path. The
calculated dual-level energy profiles along the reaction path are
shown in Figure 4.
c. Rate Constants and Tunneling.Table 3 lists the calculated

dual-level rate constants from 25 to 500K, and the corresponding
Arrhenius plot is shown in Figure 5. The TST rate constants were
found to span 165 orders of magnitude in this temperature range
because of the relatively high barrier height (21.1 kcal/mol). As
shown in the table, at the same temperature, the calculated CVT
rate constants were very similar to the TST rate constants, which
indicates the variational effects in the current system are negli-
gible. This is in fact expected because the TS structure is similar
to that of the reactant (cyclic-O3), and the vibrational zero-point
energies do not change significantly along the reaction path.
Thus, the reaction bottleneck is dominated by the large classical
(or Born�Oppenheimer) barrier. Inclusion of the tunneling
corrections made the temperature dependence of the rate con-
stants much less dramatic at low temperature. This corresponds
to the well-known “curvature” in the Arrhenius plot (Figure 5).
Tunneling effects are usually very pronounced in reactions
involving hydrogen (or proton) transfer if there is a significant
energy barrier.26,27,49�51 Recently, significant tunneling effects

Table 2. Calculated Relative Energies (kcal/mol)

cyclic ozone open ozone transition state CP1 CP2

UB3LYP/cc-pVTZ 0.0 �28.6 17.1

UMP2/aug-cc-pVTZ 0.0 �36.7 24.1

UCCSD(T)/aug-cc-pVTZ 0.0 �29.0 19.3

UCCSD(T)/aug-cc-pVQZa 0.0 �29.5 19.8

CASSCF(18,12)/aug-cc-pVTZ 0.0 �30.2 23.0 19.0 6.9

MRCISD+Q/aug-cc-pVTZ 0.0 �30.7 25.1 19.9 7.1

MRCISD+Q/aug-cc-pVQZb 0.0 �31.5 25.8 21.1 8.1

MS-CASPT2(18,12)/ANO-L3 ζc 0.0 �33.5 22.2

MCSCF(FORS)/cc-pVTZd 0.0 �30.0 22.8

MRCISD/aug-cc-pVQZ//MCSCF(18,12)/aug-cc-pVQZe 0.0 �31.4

MRCISD+Q/cc-pVQZ//MCSCF(12,9)/cc-pVQZf 0.0 �31.1 23.9
aUsing UCCSD(T)/aug-cc-pVTZ structures. bUsing MRCISD+Q/aug-cc-pVTZ structures. c From ref 24. d From ref 20. e From ref 23. f From ref 22.

Figure 4. The calculated dual-level energy profiles along the reaction
path. The Vmep is the relative classical (Born�Oppenheimer) energy,
and the Va

G is VMEP plus the vibrational zero-point energy.
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corresponding to the movement of carbon atoms have been
reported.52,53 To our knowledge, however, large tunneling effects
have not been reported corresponding specifically to the move-
ment of oxygen atoms in chemical reactions. In the current
system, the overall structural changes are small while the energy
barrier is high, and this translates into a narrow barrier width and
high tunneling probabilities. As seen in Table 3, the predicted
rate constant by the CVT/μOMT method was approximately 3
times the value by the TST method at 500 K. This indicated the
tunneling and the over-the-barrier processes are almost equally
important around this temperature. Below 500 K, the tunneling
is the major contribution to the reaction rates. For example, the
calculated CVT/μOMT rate constants were∼200, 107, and 1027

times higher than the TST values at 300, 200, and 100 K,
respectively. The calculated rate constants using continuous
and discrete tunneling energies were similar above 200 K.
However, as shown in Figure 5, the QRST rate constants leveled

off below 150K and reached the asymptotic value of∼1� 10�2 s�1

while the rate constants calculated by the conventional tunneling
method continued to decrease as the temperature decreased.
This is because below 150 K essentially all of the reactant
molecules are at the vibrational ground state, and in the QRST
calculation the relative population among the quantized states
and thus the overall tunneling contribution do not change appre-
ciably as the temperature further decreases. Figure 6 showed the
tunneling contributions from the first few quantized reactant
states (of the reaction-path vibrational mode) as a function of
temperature. As seen in the figure, above 250 K, the tunneling
from higher vibrational excited states dominated the tunneling
rate constants. However, the contributions from these excited
states decreased very rapidly as the temperature decreased. At
∼200 K, the first excited state became the dominant one, and
below ∼150 K, all the tunneling contribution came almost
exclusively from the vibrational ground state. Similar trends have
been reported in previous QRST studies.42,43,51b On the other
hand, in the conventional tunneling method, which is based on
the continuous tunneling energies, the relative population at
various energy states is still a sensitive function of the tempera-
ture. At 50 K, the predicted rate constant by the QRST method
was approximately 17 times higher than that by the conventional
tunneling methods. The asymptotic value of the CVT/μOMT-
QRST rate constant translates to a half-life of 67 s. Thus, our
current study predicts that the cyclic ozone is not a kinetically
very stable molecule even at low temperature. At 200 and 300 K,
the predicted half-lives were 12 and 0.05 s, respectively. This
could partly explain the so far unsuccessful attempts in the
experimental identification of the cyclic ozone molecule.
d. Kinetic Isotope Effects. Five types of 18O isotope substitu-

tions are possible, and they are 18O16O16O, 16O18O16O, 18O18

O16O, 18O16O18O, and 18O18O18O. The first and the second
substitutions result in identical reactants (cyclic ozone) but
different products, and thus correspond to different reaction
paths. Similarly, the third and the fourth substitutions result in
the same reactants but different reaction paths. Table 4 showed
the calculated CVT/μOMT-QRST rate constants for all of the
isotope substitutions. It is noted that different symmetry num-
bers (as specified below the table) were used for some of the
substitutions due to the different rotational symmetry numbers
of the reactants and transition states. While there are five types

Figure 5. The Arrhenius plot of the calculated rate constants for the
cyclic ozone f open ozone reaction. The curves for 16O16O16O are
labeled (16O), and the curves for 18O18O18O are labeled (18O). The TST
(18O) curve would almost overlap with the TST (16O) curve completely
in this Arrhenius plot and is thus not shown.

Figure 6. Arrhenius plot and the tunneling contribution from the first
four reactant states to the CVT/μOMT-QRST rate constants.

Table 3. Calculated Rate Constants (s�1) and Half-life (s)

T(K) TST CVT

CVT/

μOMT

CVT/

μOMT-QRST half-lifeb

25 3.83(�161)a 3.61(�161) 2.46(�4) 1.03(�2) 6.74(+1)

50 1.63(�74) 1.58(�74) 6.03(�4) 1.03(�2) 6.70(+1)

75 1.46(�45) 1.43(�45) 1.15(�3) 1.04(�2) 6.69(+1)

100 4.74(�31) 4.67(�31) 2.07(�3) 1.04(�2) 6.66(+1)

125 2.55(�22) 2.52(�22) 3.82(�3) 1.09(�2) 6.33(+1)

150 1.74(�16) 1.72(�16) 7.73(�3) 1.36(�2) 5.10(+1)

175 2.62(�12) 2.59(�12) 1.83(�2) 2.34(�2) 2.97(+1)

200 3.62(�9) 3.59(�9) 5.28(�2) 5.87(�2) 1.18(+1)

250 9.34(�5) 9.29(�5) 7.39(�1) 7.77(�1) 8.92(�1)

300 8.40(�2) 8.36(�2) 1.41(1) 1.46(1) 4.73(�2)

400 4.33(2) 4.31(2) 3.60(3) 3.90(3) 1.78(�4)

500 7.53(4) 7.50(4) 2.43(5) 2.82(5) 2.45(�6)
a 3.83(�161) means 3.83 � 10�161. bBased on the CVT/μOMT-
QRST rate constants.
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of 18O substitutions, there are only three types of experimentally
observable rate constants due to the single, double, and triple
substitutions. Thus, in the KIEs calculation, the rate constants for
the two single-substitution reactions were summed up as a single
rate constant k(18O-1). Similarly, the rate constants calculated
for the two double-substitution reactions were summed up as a
single rate constant k(18O-2). The rate constants of the unsub-
stituted and triply substituted reaction are designated as k(16O)
and k(18O-3), respectively. We define three types of KIEs as
follows:

KIE1 ¼ kð16OÞ=kð18O-1Þ ð1Þ

KIE2 ¼ kð16OÞ=kð18O-2Þ ð2Þ

KIE3 ¼ kð16OÞ=kð18O-3Þ ð3Þ
The calculated KIEs using the TST and CVT/μOMT-QRST
theory are shown in Table 5 and Figure 7. The three types of
KIEs were found to be significant at low temperature when
tunneling effects were considered. The KIE1, KIE2, and KIE3 by
CVT/μOMT-QRST theory approached asymptotic values of 3,
5, and 10, respectively, below ∼150 K. This is somewhat

surprising because the mass difference of the isotopes is relatively
small and the oxygen atom is quite heavy. From Table 5 and
Figure 6, it is obvious that the tunneling effects increased the
KIEs significantly below 250 K before the KIEs reached the
asymptotic values below ∼150 K. The increase was due to the
higher tunneling contributions to the k(16O) than to the various
isotope substituted rate constants. Thus, although the mass
difference between 16O and 18O is small, the very short barrier
width makes the tunneling effects still sensitive to the isotope
substitutions. The predicted large KIEs mean the substituted
cyclic ozone has longer lifetime and may be easier to identify
experimentally. The future observation of the large KIEs would
be a strong evidence of oxygen tunneling.
e. Connections to Experiments and Other Ring-Opening

Reactions. While cyclic ozone has long been known to be a
minimum-energy structure on the potential energy surface with
significant barriers for isomerization and unimolecular dissocia-
tion, its lifetime was unknown, and thus it has been difficult to
design suitable experiments to identify its existence. The current
results indicate that the isomerization rate constants and thus its
lifetime are sensitive functions of temperature above 200 K. For
example, at room temperature, the lifetime was predicted to be
only 0.05 s and much shorter at higher temperature. Thus, the

Table 5. Calculated KIEs by TST and CVT/μOMT-QRST

KIE1 KIE2 KIE3

T(K) TST CVT/μOMT-QRST TST CVT/μOMT-QRST TST CVT/μOMT-QRST

25 1.64 3.16 2.79 5.14 4.86 9.68

50 1.29 3.17 1.68 5.15 2.20 9.71

75 1.19 3.18 1.41 5.16 1.69 9.72

100 1.14 3.18 1.30 5.15 1.48 9.67

125 1.11 3.15 1.23 5.00 1.37 9.19

150 1.09 3.07 1.19 4.55 1.30 7.75

175 1.08 2.94 1.16 3.85 1.25 5.73

200 1.07 2.81 1.14 3.18 1.22 4.07

250 1.05 2.50 1.11 2.29 1.17 2.35

300 1.04 2.04 1.09 1.79 1.14 1.67

400 1.04 1.40 1.07 1.34 1.11 1.31

500 1.03 1.23 1.06 1.27 1.10 1.33

Table 4. Calculated Rate Constantsa (s�1) by CVT/μOMT-QRST

T(K) 16O16O16O 16O18O16O 18O16O16O 18O16O18O 18O18O16O 18O18O18O

25 1.03(�2) b 1.34(�3) 1.91(�3) 5.82(�4) 1.42(�3) 1.06(�3)

50 1.03(�2) 1.34(�3) 1.91(�3) 5.83(�4) 1.42(�3) 1.06(�3)

75 1.04(�2) 1.35(�3) 1.92(�3) 5.83(�4) 1.42(�3) 1.07(�3)

100 1.04(�2) 1.35(�3) 1.93(�3) 5.88(�4) 1.44(�3) 1.08(�3)

125 1.09(�2) 1.43(�3) 2.04(�3) 6.39(�4) 1.55(�3) 1.19(�3)

150 1.36(�2) 1.81(�3) 2.62(�3) 8.85(�4) 2.10(�3) 1.75(�3)

175 2.34(�2) 3.20(�3) 4.76(�3) 1.86(�3) 4.21(�3) 4.08(�3)

200 5.87(�2) 8.27(�3) 1.26(�2) 5.84(�3) 1.26(�2) 1.44(�2)

250 7.77(�1) 1.20(�1) 1.92(�1) 1.12(�1) 2.27(�1) 3.31(�1)

300 1.46(1) 2.67(0) 4.50(0) 2.74(0) 5.43(0) 8.77(0)

400 3.90(3) 9.77(2) 1.80(3) 9.69(2) 1.93(3) 2.97(3)

500 2.82(5) 7.89(4) 1.51(5) 7.39(4) 1.48(5) 2.13(5)
a Symmetry numbers used in 16O16O16O, 18O16O16O, 16O18O16O, 18O18O16O, 18O16O18O, and 18O18O18O reactions were 3, 2, 1, 2, 1, and 3,
respectively. b 1.03(�2) means 1.03 � 10�2.
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calculation suggested that very effective cooling techniques, for
example, matrix isolation or cryogenic solvent,54�57 must be
employed during the experimental generation and detection of
cyclic ozonemolecules. It is especially crucial if the cyclic ozone is
generated from singlet oxygen atom and singlet dioxygen be-
cause they are significantly higher in energy than cyclic ozone.
The lifetime of cyclic ozone is predicted to be ∼10 s at 200 K,
∼50 s at 150 K, and reaches the asymptotic value of∼70 s below
100 K. Because of the properties of the ground-state tunneling,
further lowering of temperature would not increase the lifetime.
Thus, cooling significant below 100 K in experiment was not
absolutely necessary. While the predicted lifetime at low tem-
perature is certainly within the reach of the current experimental
techniques, the experimentalists need to be aware that the data
accumulation time is rather limited even after effective cooling.
For example, if one wishes to use FT-IR to identify the cyclic ozone
in a matrix, the effective data accumulation time is only ∼1 min.
Higher concentration of cyclic ozone might need to be generated
to obtain the fingerprint absorption with good S/N ratios. With a
lifetime on the order of 10 s, laser spectroscopy, in principle, is
applicable to identify the cyclic ozone if the excited-state informa-
tion is available. The experimentalists could use the published
excited-state data19,20,24 and those included in the Supporting
Information from the current study to design suitable spectroscopic
study. One should also be aware that if one wishes to generate
cyclic ozone by laser photolysis of O3 or O2 in a matrix, the same
laser beam may also dissociate the newly generated cyclic O3.
The current research also implies that in other ring-opening

reactions, if the movements of the atoms (or equivalently, the
barrier widths) are small and the reactions have sizable energy
barriers, the tunneling effects might dominate the reactions at
lower temperature even though the atoms in the ring are
relatively heavy such as carbon, nitrogen, or oxygen. For example,
one might expect that the ring-opening reaction of cyclopropane,
which is isoelectronic to cyclic ozone, to propylene also has
significant tunneling effects. Earlier studies showed that this
reaction is exoergic with a high energy barrier,58�60 and the distance
between the two terminal carbon atoms increases by ∼1.0 Å59

during the reaction. In comparison, the distance between the two
terminal oxygen atoms in the current system increases by only

∼0.7 Å.More importantly, the TS of the current system is “early”
with a bond angle of ∼84� and a terminal O�O distance larger
than the cyclic form by only 0.4 Å, while the corresponding TS of
the cyclopropane is very “late” with a bond angle of∼128� and a
terminal C�C distance larger than the cyclic form by 1.1 Å. This
effectively makes the barrier width of the ring-opening reaction of
cyclopropane much larger than that of the current system. In fact,
the tunneling effects were not apparent from the available
experimental rate constants of this reaction.61 The same argu-
ment on the structure comparison between the cyclic form and
the TS can also be made to the ring-opening of oxirane,62,63

dioxyirane,64,65 and cyclic N3
56,66,67 systems, which have been

studied previously. Because of the relatively “late” TS, those
systems are not expected to have tunneling effects as significant
as in the current system. The experimental decomposition rate
constants of oxirane62 at 350�440 �C did not show signs of
strong tunneling effects. Furthermore, if the energy of the ring-
opening product is higher in energy than the cyclic form, for
example, as calculated in the case of dioxirane,64,65 the ground-
state tunneling channel would not be open. Instead of leveling off
at a temperature much higher than the absolute zero, the rate
constant would continue to decrease as the temperature de-
creases even if the reaction is dominated by tunneling. It is also
very interesting to compare the current results with the recent
work by Borden, Singleton, and co-workers on the ring-opening
reaction of cyclopropylcarbinyl radical.52c,d They showed that
significant carbon tunneling occurred below 150 K. The pre-
dicted TS structure was very “early” with the opening C�C�C
bond angle increased from 61� in the reactant to 80� in the TS,
and the distance of the C�C bond that was being broken
increased only 0.4 Å from the cyclic form to the TS. These
structure differences are surprisingly similar to those predicted in
the current study. Because of the relatively low barrier heights
(8.4 kcal/mol), the tunneling effects and the KIEs in the ring-
opening reaction of cyclopropylcarbinyl radical were less dra-
matic than those predicted in the current study.
Although some heavy-atom-transfer bimolecular reactions can

also proceed with important tunneling effects,53,68 the very
dramatic tunneling effects and the leveling off of the rate
constants as seen in the current study would be unlikely to occur
in bimolecular reactions such as O + O2 f O3 or O + CO f
CO2

68 at or above ∼150 K for the following reasons. First, the
reaction path on the reactant side is not finite, and thus the barrier
width would usually be much larger than a unimolecular reaction.
Second, the available energy levels for tunneling are not quan-
tized (due to the continuous distribution of the relative transla-
tional energies between the two reactants), and the leveling off
of the rate constant would be much less dramatic except at
extremely low temperature.

’SUMMARY

We have calculated the thermal rate constants of the isomer-
ization reaction from the cyclic ozone to the open (normal) form
of ozone using dual-level VTST/MT theory. The results showed
that the tunneling effects totally dominate the reaction at low
temperature, and very significant tunneling effects exist even at
500 K. This is quite unexpected for the motions of oxygen atoms,
which are considerably more massive than hydrogen atoms. Even
though there is a large energy barrier of ∼25 kcal/mol, the
isomerization reactions were predicted to proceed very fast due
to the strong tunneling effects and the potential energy surface

Figure 7. Temperature dependence of the calculated KIEs. The broken
and solid lines indicate results calculated at TST and CVT/μOMT-
QRST levels, respectively.
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crossing of the 1A1 and 1A2 states. The half-life of the cyclic
ozone was predicted as only ∼10 s at 200 K and ∼70 s at and
below 100 K. The reaction also showed significant kinetic isotope
effects, especially for the double and triple substitutions (KIE2
and KIE3) with the 18O isotope. Tunneling effects were found to
contribute significantly to the kinetic isotope effects. The quan-
tized reactant state tunneling calculation predicted that both the
rate constants and the kinetic isotope effects would reach the
asymptotic values below ∼150 K. Because of the large KIE3
(∼10, and thus 10 times longer lifetime), the experimental
identification of the cyclic 18O3

might be more promising.
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